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ABSTRACT

The Galaxy And Mass Assembly (GAMA) survey has obtained speaf over 230 000 tar-
gets using the Anglo-Australian Telescope. To homogetnserédshift measurements and
improve the reliability, a fully automatic redshift code swdeveloped{uToz). The measure-
ments were made using a cross-correlation method for batbrption-line and emission-line
spectra. Large deviations in the high-pass filtered spectgartially clipped in order to be
robust against uncorrected artefacts and to reduce thehtvgigen to single-line matches.
A single figure of merit (FOM) was developed that puts all téatgomatches onto a similar
confidence scale. The redshift confidence as a function oF@ was fitted with a tanh
function using a maximum likelihood method applied to reép#zservations of targets. The
method could be adapted to provide robust automatic reddioif other large galaxy red-
shift surveys. For the GAMA survey, there was a substantigfovement in the reliability of
assigned redshifts and in the lowering of redshift unceties with a median velocity uncer-

tainty of 33km/s.
Key words: methods: data analysis — techniques: spectroscopic — \&irve galaxies:
redshifts
1 INTRODUCTION surements are essential for accurate low-redshift luntinesti-
mates .002 < z < 0.2), where the phote-fractional error is too
Spectroscopic redshift measurements of large galaxy ssnpim large, and for dynamical measurements within groups ofxiesa
the backbone of many extragalactic and cosmological aeslys (Beers, Flynn, & Gebhardt 1990, Robotham et al. 2011).
They are key for testing cosmological models, e.g. using red Redshift surveys of large numbers of galaxies have been un-

shift space distortions (Kaiser 1987), and for providingtainces dertaken in recent years using multi-object spectrograpich as
for galaxy population studies when the cosmology is assumed the Two Degree Field (2dF, Lewis et al. 2002), Sloan Digitiay S
Redshifts from spectroscopy (spergenerally have significantly Survey (SDSS, Smee et al. 2013), Visible Multi-Object Spect
fewer outliers, compared to the true redshift, than frompimetric graph (VIMOS, Le Févre et al. 2003), and Deep Imaging Multi-
estimates (phota; Dahlen et al. 2013). In addition, specmea- Object Spectrograph (DEIMOS, Faber et al. 2003). For umiftyr
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2 |.K. Baldry etal.

of a survey product over a large sample, redshift measuremen
codes have been developed that are either fully automatib-(S
baRao et al. 2002; Garilli et al. 2010; Bolton et al. 2012)antially
automatic with some user interaction (Colless et al. 20@&yiHan

et al. 2013).

The main techniques for spectroscopic redshift measuremen
are: the identification and fitting of spectral features (M8nWyatt
1995); cross-correlation of observed spectra with teregpectra
(Tonry & Davis 1979; Kurtz et al. 1992); angf fitting using linear
combinations of eigenspectra (Glazebrook, Offer, & Dedl@98).

A widely used code i®vsaothat allows for cross-correlation with
absorption-line and emission-line templates separatelytt &
Mink 1998). The 2dF Galaxy Redshift Survey (2dFGRS) and SDSS
have used a dual method with fitting of emission line featares
cross-correlation with templates after clipping the idfeed emis-
sion lines from the observed spectra (Colless et al. 20@LigBiton
et al. 2002). The large VIMOS surveys have usedeheaoftware
(Garilli et al. 2010), which provides a number of optionslimtng
emission-line finding, cross-correlation agé fitting. From SDSS
Data Release 8 (DR8) onwards (Aihara et al. 2011), inclutiieg
Baryon Oscillation Spectroscopic Survey (BOSS) targhtsnmea-
surements have used fitting at trial redshifts with sets of eigen-
spectra for galaxies and quasars (Bolton et al. 2012).

The Galaxy And Mass Assembly (GAMA) survey is based
around a redshift survey that was designed, in large paufinfding
and characterising groups of galaxies (Driver et al. 20@®dtham
et al. 2011). The survey has obtained over 200 000 redstsiitg u
spectra from the AAOmega spectrograph of the Anglo-Auistnal
Telescope (AAT) fed by the 2dF fibre positioner. AAOmega is a
bench-mounted spectrograph with light coming from a 39&fib
slit, splitinto two beams, each dispersed with a volumesphw®lo-

Since the initial spectroscopic target selection over det# de-
scribed in Baldry et al. (2010), the survey has been expataed
280deg? with a main survey limit of- < 19.8 in all five regions:
equatorial fields G09, G12 and G15 and Southern fields G02 and
G23. The spectra were obtained from the Anglo-Australiale-Te
scope with the Two-degree Field (2dF) robotic positioneefiieed

to the AAOmega spectrograph. In total, 286 705 spectra 08227
unique targets were taken over six years, in all weatherieond
tions. The spectra were reduced usirofFBRr (Croom, Saunders,

& Heald 2004). The GAMA setup and data processing details are
described in Hopkins et al. (2013).

In order to obtain high completeness, both in targeting and
redshift success, the same region of the sky was observeit mul
ple times with different AAOmega configurations (Robotharale
2010). The spectra were reduced usimr@2r and redshifts were
measured usinguNZz typically within 24 hours of the observations.
In between observing seasons, the spectra were usuakylveed
using the most recent update to therF®R pipeline processing. In
addition, a significant fraction of spectra were looked aniylti-
ple users in order to quantify the reliability of treunz redshift
assignments (Liske et al. in preparation). The tiling cagae was
updated during an observing season, or in between obsesegang
sons, using the latest assigned redshift qualities. Ifgetawas not
assigned a sufficient redshift quality and had not been wbder
twice by AAOmega, then it remained at high priority in thentij
catalogue. In most cases, a target received a higher-guadishift
on its second attempt.

Fig. 1 shows the distribution of fibre magnitudes of the GAMA
targets that were observed by AAOmega (most targets with hig
quality redshifts from SDSS or 2dFGRS were not observed), an
the mean number of AAOmega observations as a function of fibre

graphic grating and focused onto CCDs using a Schmidt camera magnitude. At bright fibre magnitudes, only a few per centaof t

See Sharp et al. (2006) for details.

Up until 2013, all the AAOmega redshifts had been obtained
usingRUNZz (Saunders, Cannon, & Sutherland 2004), which is an
update to the code used by the 2dFGRS (Colless et al. 200&). Th
user assigns a redshift quality for each spectrum from 1w
can later be changed or normalised during a quality contr@! p
cess (Driver et al. 2011). By comparing the redshifts agsigio
repeated AAOmega observations of the same target, theatypic
redshift uncertainty was estimated to k€100 km/s. In addition,
the blunder rate was- 5 per cent even when the redshifts were
assigned a reliable redshift quality of 4. In order to im@rdhie
redshift reliability and uncertainties, and thus the greamlogue
measurements, a fully automatic code was developed catied
TOZ.

Here we describe theuToz algorithm, which uses a cross-
correlation method that works equally well with absorption
emission line templates, and that is robust to additivefaative
residuals and other uncertainties in the reduction pipehiat out-
puts the spectra. This has substantially improved the GAEWE r
shift reliability and velocity errors (Liske et al. in prepdion). A
description of the GAMA data is given §2. The method for find-
ing the best redshift estimate is outlined §r3, the quantitative
assessment of the confidence is describe¢l4n and the redshift
uncertainty estimate is describedgib. A summary is given if§ 6.

2 DATA

The GAMA survey is based around a highly complete galaxy red-
shift survey and multi-wavelength database (Driver et 811.

gets were observed twice because they were first observexbm p
conditions or for quality control purposes. At fainter fibmeag-
nitudes, the number of targets observed more than once liethig
because, even in average or good conditions,Ribez user was
assigning a low quality redshift. Thus the strategy has edylas
expected, to obtain more observations for the fainter targes a
result of the strategy, we have repeat observations of 4@e3gts.
These repeats have been used to fine tune a new fully autaetic
shift code callecauTOz, and can be used for coadding to increase
the spectral signal-to-noise ratio. This has significaitiproved
the redshift measurements with respect to the user assiguled
shifts fromRUNZz (Liske et al. in preparation).

3 REDSHIFT MEASUREMENTS

The codeauT0z uses the cross-correlation method for obtaining
redshifts for spectra with or without strong emission linégs de-
scribed as dait accomplj but there have been several iterations,
each time checking to see if changes to the code resulted in an
improvement. The tuning of parameters was optimised foioper
mance with the AAOmega spectra. After each iteration, f@anex

ple, redshift confidence estimates were calibrated fronrepeat
observations, the total number of high confidence redshitsde-
termined, and selected spectra and cross-correlatiotidmsovere
inspected.

© 2014 RAS, MNRASD0OQ, 1-13



GAMA: AUTOZ redshift measurements 3

o e e e P P ble 1. A demonstration of the method is shown in Fig. 2 for the
L 173164 GAMA—AAOmega G09/G12/G15 targets i old-stellar ga|axy temp]a’[e number 23.
I ] The final HPF spectra for the templates were clipped to lie be-
tween—30 and+30 times the mean absolute deviation, determined
iteratively until convergence within a small tolerance. éample
] of this is shown in Fig. 3. Here five emission lines are clippgus
is to avoid giving too much weight to a single strong line, @vhi
could give rise to cross-correlation spikes in bad data.fece
a cross-correlation of this template with data gives a highkp
when two or more lines line up with matched wavelength spac-
ing. In other words, the correct wavelength spacing gives to
higher confidence in the redshift with less weight given ®rila-
tive strengths of any lines.

We note that in SDSS DR8 onwards, the method for determin-
ing redshifts used,? fitting with combinations of four eigenspec-

mean no. of observations (dashed line)
no. of targets per bin / 6000

0 :J T L L Ln ] tra for galaxies (Bolton et al. 2012). While we cannot folldveir
17 18 19 20 21 29 method for fitting because of the less reliable spectrophetry
r—band fibre magnitude (3//) of the AAOmega spectra, combinations of these eigenspeetra
used to extend the wavelength range of the galaxy templates d
Figure 1. The distribution in the fibre magnitude of targets obsenepaat to shorter wavelengths. These are templates 40-47 inuhiez
of the GAMA-AAOmega campaign (solid line), and the mean namif code, in order of increasing strength of emission lihes.

observations as a function of fibre magnitude (dashed Ilfoejhe equato-
rial fields. The fibre magnitudes were obtained from the SD8&ague.

3.2 AAOmega spectra

3.1 Spectral templates The AAOmega pipeline produces a spectrum and error spectrum
for each target, with the red and blue beams combined to ¢esing
linear scale with a pixel width of 1.036. These were then approx-
imately flux calibrated to relativg, units using an average flux
correction determined for the survey. The reason for ddingyis
that the SDSS spectral templates are calibratgd imits; and even
though the spectra are high-pass filtered, the weightinfféstad

by the calibratior?.

The AAOmega spectra for the GAMA survey were high-pass
filtered in the same way as the spectral templates. The cbsihe
taper was set between 3786 and 3A3# the low-wavelength end
and between 8790 and 88Aat the high-wavelength end. Each er-
ror spectrum was broadened using a maximum filter kernel diftwi
3. This broadening allows for the uncertainty in the alignimef
sky subtraction. In other words, this is to account for uedéma-
tion by 2DFDR of the error spectrum near sky lines. The HPF spec-
trum was then divided by the square of the error spectruns Thi
weighting was justified by Saunders et al. (2004) as appatgpfor
effectively minimisingy? when finding the peak. Fig. 4 shows the
filtering procedure applied to an AAOmega spectrum.

(i) A 4th-order polynomial was fitted to the spectrum iteraly, The high-pass filtering is aggressive for both the templatels
with a maximum of 15 iterations. After each iteration, psintore AAOmega spectra. This is to mitigate against artefacts erstiale
than 3.2 away from the best-fit curve were rejected. The final 4th-
order polynomial was then subtracted from the spectrum.

(i) A median kernel filter of width 51 was applied to the re- ' We have chosen not to use quasar templates at this stagesbeufathe
sult of the 1st step. On each end, the 25 edge points were given significantly different scale and frequency of the featutésy probably
median value of those points. This median filtered spectriam w  2ccount for less than one per cent of the GAMA main sample. CDingi-
smoothed using a trapezium filter, by applying two boxcar e dence estimate for quasar redshifts is more difficult to meakematically

. . when there is only one or two broad emission lines across liserged
of width 121 and 21. This low-pass spectrum was then suletiact wavelength range. In addition, AAOmega spectra sometirhes &in un-

from the result of the 1st step to obtain the high-pass fit¢rPF) fortunate broad artefact at the join between the red and dufones, which

spectrum. may be confused with a broad line.

. ) 2 We do not use the flux calibration applied to each AAOmega gardi-
The aim of the first step was to remove the large-scale modes fr tion separately (Hopkins et al. 2013). This fails in a fewgqent of cases and

the spectrum _SO that the second _st_ep involving median figeras may introduce incorrect flux variations across the speatatier cases. In-
not compromised by a steeply rising spectrum, for exampt@ T gieaq a robust, quadratic function, average flux calibratias determined
HPF spectra also had their edge points set smoothly to z&émg uUs  and applied to all the unflux-calibrated spectra. In any dhsecalibration

a cosine bell taper (apodization, Kurtz & Mink 1998). The stio is not critical for cross-correlation and only affects tiedative weighting

or maximum wavelength coverage of each template is givemin T  between different parts of a spectrum.

The SDSS has set a high standard for automatic redshift-deter
mination. Forautoz, we used their templates for spectral cross-
correlation. These are a high S/N set of coadded spectra give
a similar format to the SDSS spectra for scientific targeabld 1
lists the templates used for this paper. Twenty stellartspeeere
used. Early versions okuTtoz used the six SDSS DR2 galaxy
templates (SubbaRao et al. 2002), while later versions aggd
galaxy templates that were created from the SDSS-BOSSygalax
eigenspectra (Bolton et al. 2012). Six of these templatee wteo-
sen to closely match the DR2 templates where there was common
wavelength coverage, with an additional two selected toesamt
a post-starburst spectrum (Wild et al. 2007) and a typicabSD
BOSS spectrum.

The spectra were available rebinned onto a vacuum wave-
length scale sepagated by 9.00011d>|g1<Q A. This Ocorresponds to
a pixel size of 0.92 at 4000A and 1.84A at 8000A.

The spectral templates were high-pass filtered using a &®yo st
robust procedure:

© 2014 RAS, MNRASDOQ, 1-13
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Figure 2. The high-pass filtering procedure for template 23. (a) Theptate spectrum is shown by the points, and the initial patyial fit by the line. (b) The
spectrum subtracted by the polynomial is shown with poiatsl the median filtered and smoothed version is shown byriee (i) The final HPF template
spectrum.
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GAMA: AUTOZ redshift measurements 5

Table 1. Spectral templates used for cross correlation. The O-sidrlL4-star stellar templates were not included because libeg negligible chance of
genuine matches with our GAMA sample. For theTroz redshifts used by the GAMA team, the initial database vess{®pecCat v20, v21) used 20 stellar
and 6 galaxy templates (23-28), while later versions usest@@r and 8 galaxy templates (40-47). In either case, ditexg templates cover a range of
emission-line strengths relative to the absorption lines.

template numbers  file spectral types rest-fraxwé searchz range noise-estimaterange
02-10 SpDR2-... B to K stars 3800-9150 —0.002t00.002 —0.1t00.5
11-14,17,19,22 spDR2-... late-type stars 3800-9150 —0.002t00.002 —-0.2t00.4

16, 18, 20, 21 spDR2-... other stars 3800-9150 —0.002t00.002 —0.1t00.5

23-27 SpDR2-... galaxies 3500-9000 —0.005t0 0.8 —0.1t00.8

28 spDR2-028 luminous red galaxy  3000-6800 —0.005t0 0.8 —0.1t00.8

40-47 spEigenGal-55740  galaxies 2500-9000 —0.005t00.9 —0.1t0 0.9

30 LI L L | r— T r— T

ethplate 26

TTT
-

20

10

|

deviation / mean abs. dev.

-10

200+ v by Lo Lo Loy Lo vy

4000 5000 6000 7000 8000 9000
Wavelength / Angstroms

Figure 3. The high-pass filtered spectrum for template 26. The entidsies are clipped to 30 times the mean absolute deviation.

of around 20& and longer, for example, ‘fringing’ caused by a 3.3 Cross-correlation functions
separation between the prism and optical fibre at the 2dE,@atd
an imperfect join between the spectra from the red and blons ar
of the spectrograph (see Hopkins et al. 2013 for detail#.rttore
straightforward to define a reliable automatic confidendenese
using HPF spectra where these scales have been removed.

The HPF spectra were then clipped to lie betweeld and
25 times the mean absolute deviatibfihis was chosen so that, in
general, only high S/N spectra had genuine lines clippethdre
cases, the clipping does not compromise the cross-cooelpeak
position significantly because there is more than sufficegrtal in
less extreme deviations in any case. The clipping of the letep
and AAOmega HPF spectra means that no single emission line,
or apparent emission line, can result in a high confidencehiéd
This approach is therefore more robust to bad data: undedémwt
pixels, cosmic rays, or misaligned sky subtraction. BaeIgixhat
had been accounted for were set to zero in the HPF spectra.

The template and target HPF spectra were linearly rebinnexa
logarithmic vacuum wavelengttscale from 3.3 to 4.0 (with zero
padding, Kurtz & Mink 1998) with a pixel width o x 1075,
which corresponds t@3.8 km/s. For each target HPF spectrum,
the cross-correlation function was determined for all #raglates
using the usual procedure involving fast Fourier transto&imkin
1974). The cross-correlation values were associated withden-
tric redshifts given by

Zeet,y = 101077 Soixd) (1 4 ) (1 + U—) -1 )
C

whered,ix,; is the shift in pixels corresponding to positignz, is
the redshift of the template spectrum, usually zero; and . is
component of the velocity of the Earth in the heliocentranfie to-

4 When converting the AAOmega spectra to a vacuum wavelergte,s

the formula on the SDSS web pages was uskd; = A,/(1.0 +

2.735182 x 10~ 4 131.4182/A2 +2.76249 x 108 /A}). A lookup table
3 The clipping limits were initially430, which were the same as those  was created for the conversion factor as a function.gf, and the values
used for the templates. They were changet 25 to alleviate some redshift determined for the AAOmega wavelengths by interpolatidre Gonversion
disagreements between matched spectra at high figureitfvalees § 4). factor varies between 1.000275 and 1.000285.

© 2014 RAS, MNRASDOQ, 1-13
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Figure 4. The high-pass filtering procedure for the AAOmega speca)ar (ie spectrum is shown in grey with the low-pass spectrate subtracted from the
spectrum, shown by the dashed line. (b) The uncertaintyarsgiectrum. Known bad pixels are represented by off-thie-sedues giving rise to the spikes.
(c) The final HPF spectrum to be used to produce cross-ctorlfunctions.
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Figure 5. Examples of cross-correlation functions. The circles stimturning points and range used for the normalisation.
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ward the target (if the target spectrum was not put on a hetitvic
wavelength scale).

For each template, a search range for finding redshifts and a
noise-estimate redshift range for the normalisation pfocewere
defined. The ranges for each template are given in Table 1. The
cross-correlation functions were normalised by subtngcé trun-
cated mean computed over the noise-estimate range, wischse
in a small adjustment, and dividing by the root mean squakéR
of the turning points computed over the same range. Typithd
cross-correlation functions had between 350 and 850 tgimiints
over the noise-estimate range. Fig. 5 shows three examples-o
malised cross-correlation functions.

For each target spectrum, all the normalised cross-ctioela
functions were determined corresponding to each templeitegb
used (26 or 28 templates; see Table 1). First, the highesscro
correlation peak, within the search ranges, was taken thébest
estimate of the redshift. The next three best redshifts weter-
mined after excluding peaks within 600 km/s of the betteshétl
estimates, considering all templates, at each stage. Tiesvaf the
peaks are called, (following the nomenclature of Cannon et al.
2006),74,2, r+,3 andr, 4 each with a corresponding redshift and
template number. In order to avoid discretisation at thénrezl
resolution, the redshifts were fine tuned by fitting a quadrat
seven points centred on each peak. Note that the highedtifteds
allowed was set at 0.9, which is appropriate for the GAMA niagn
tude limit and the fact that theuToz code has not been adapted to
search for quasar redshifts.

3.3.1 Note on the redshift range used for the normalisation

In order that the normalised cross-correlation functionsyal-
ues, can be compared between different templates, it isrimpo
tant that the noise-estimate ranges are set appropridtetycross-
correlation function computed using fast Fourier transf®gives
values forzee,; from 107%3° — 1 t0 10°** — 1 (about—0.55 to
1.24) because of the rebinned logarithmic scale from 3.3.@0 4
Zero padding is necessary because of the wrap-around assomp
of this cross-correlation method. As a result, the ampéitod a
cross-correlation function can drop significantly when dlrerlap
between the rest-frame wavelength range of the templatéqTa
and the observed wavelength range of the target decreases. T
a more useful estimate of the noise is obtained by computiag t
RMS over a reduced redshift range, here called the noismast
range. The noise-estimate range for the galaxy templatekas
sen to encompass the search redshift range with additiegative
redshifts. The noise-estimate range for the stellar teteplaov-
ers a shorter range because of the reduced rest-frame wgitele
coverage. For late-type stars, the noise estimate usesnmegative
redshifts because there are larger deviations at the redethe
template spectra. As a final test of the normalisation proegdis-
ing repeated observations or otherwise, it can be appdresrtain
templates give rise to numerous false redshift pegks.(

4 REDSHIFT CONFIDENCE ESTIMATION

In this section, we discuss the process for estimating kieditiood
that the highest normalised cross-correlation peak coorets to
the correct redshift. In cases where the distribution of ditess-
correlation function values of the turning points is closewgh to
Gaussian, then the value of can be used to give an estimate of
the redshift confidence (e.g. Cannon et al. 2006; see Hed@9%s

16[

12

10

0.40 + 2.80 Ty payo

20

Figure 6. Bivariate distribution ofag + a1 74 ratio VErsusrg. The solid
lines represent logarithmically spaced density contoutis avfactor of two
between each level. The dashed line shows where the twosvateeequal.

for a theoretical estimate). However, in most cases, thera éew
high values of the cross-correlation functions becausdiasiag
between emission lines, for example. To test the relighdftthe
best redshift estimate, we also consider the ratio betweehigh-
est peak and the subsequent peaks, here, given by

Tx

Vo2 ¥ (1232 + (rea)?

Fig. 6 shows the distribution of an adjusteg,ati, versusr,
for 286 705 AAOmega spectra. Cross-correlations with thme-te
plates that have weak or no emission lines tend to follow thg-d
onal ridge line while spectra that have higher peaks usiagthis-
sion lines dominate the hill to the right. Cross-correlasiavith
noise populate the bottom left corner. Of the two variabteSasio
gives a better figure of merit (FOM) for relating to redshifini-
dence. A slight improvement can be made by defining the follow
ing:

CCfom,prelim = min(r.r7 aop + a1 Tz,ratio) .

@

Tz, ratio —

©)

with ap = 0.4 anda; = 2.8, and where thenin() function returns
the lower of the two variables The line where these variables are
the same is shown in Fig. 6.

Three further adjustments, penalty functions, to the FOlvewe
made. The first is because in cases of poor sky subtractiother o
reduction problemsgceom,prelim €an still be above 5 even when
there is no signal from the target source. For each HPF spectr
the ratio of the RMS to mean absolute deviation (MAD) was de-
termined. This value (rms/mad) is high when there is goodadig
from the target or when there is non-Poisson noise, i.eyatésh
problems. Thus, the FOM can be reduced whei/mad > 1.8
(the median value is 1.44) without losing genuine redshiftse
adjustment is given by

—2.1 mms 3.2
adjust; = —1.5(Z2% —1.8) for 1.8< i <32 . (4)
0 ms 1.8

5 The slope of the line; was determined by fitting to the ridge line. The
value ofag was adjusted by trial and error to give the largest number of
high confidence redshifts from the AAOmega spectra, aftioreding the
confidence each time. In the absence of sufficient repeatrapétting to

the ridge line would provide an adequate estimate for anérgat FOM.

© 2014 RAS, MNRASD0OQ, 1-13



The second adjustment is particular to the sample targ8ted.
far only a flat prior has been set for the allowed redshifts th
given by the search ranges. However, there are far fewexigalat
z > 0.5 than at lower redshifts in the GAMA survey. This adjust-
ment is given by

—0.8 z > 0.65
adjusts = —4.0(z — 0.45) for 0.45<z<0.65 , (5)
0 z < 0.45
and thus
CCfom = CCfom,prelim + adjuStl + adjuStQ (6)

Finally, contamination by solar-system light was checkeéo
tile by tile basis® by looking for an excessive number of G-star

template matches. The number of stars observed as part of our

main survey is about two per cent (Baldry et al. 2010). Wheneth

was a clustering of ten or more matches to templates 7-1@ (bes

or second-best redshift estimate), the tile was checkeddtar-
system contamination. This was caused by moonlight, uratetie
tions where scattering had significant structure on thetéeiseale,
with one notable exception. A cluster of about twenty masolias
found to be centred on the location of Saturn at the time of the
observation. The spectrum of Saturn can be seen clearlyeiw &-f
bres;auTOZ does not have this template but picks up the reflected
solar absorption lines. In total, 20 tiles were flagged asrigapos-
sible solar contamination, and any best redshift matchrplates
7-10 was given acs, Value of 2.5. This was applied to about
300 spectra and these were not included in the redshift cdeal
estimation. In most cases, the targets were re-observed.

The calibration ofcceom, to a redshift confidence was made
by comparingauToz redshifts between different spectra of the
same target position (matched spectr&edshift measurements
were considered to be in agreement if they were within 45Gkm/
[AIn(1+ z) < 0.0015] and in disagreement otherwise. The prob-
ability of agreement is taken to be

@)

where the functiom() gives the probability each spectrum is cor-
rect as function of the FOM. This ignores the small chance tha
both redshifts are incorrect but in agreement with eachraththat
both redshifts are correct but are of different superimgasrirces.
The second effect was noticeable prior to suppression cafee-
system contamination.

In order to estimate(ccrom ), tWo binned samples were con-
sidered. The first sample uses the matched spectra wheré three o
FOM values is higher by more than 1.0, and the sample is bibped
the lower FOM value. In each bin the estimatep¢fcsom ) is then
Nagree /N, Which assumes the redshift is correct for the spectrum

Pagree = p(ccfom,i)p(ccfom,j)
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Figure 7. Estimate of the redshift confidence as a functior@f,,,. The

circles represent the first binned sample where the FOM sdhatween
the matched spectra differ by more than 1.0, while the ceosspresent
the second binned sample where the FOM values are similardakhed
line shows the parametric fit using a maximum likelihood roétlon the
unbinned data. The dotted lines show the FOM values cormelipg to

redshift confidence of 0.5, 0.9 and 0.98.

.Z‘—b()

p(z) = 0.5 tanh ( ) +0.5 . (8)

The best fit parameters were determined by maximising tiedi-lik
hood:

InP

1

Zi,j,agree ln[p(ccfom,i)p(ccfom,j)] +
Z:i,j,clisagree ln[l - p(ccfom,i)p(ccfom,j)]

©

where the summations are over matched spectra with redshift
agreement and disagreement. The best fit was found usingrenly
matched spectra where the lower FOM value within each pair wa
between 3.0 and 6.0. This is shown by the dashed line in Fig. 7.

Various subsamples of the matched spectra were also con-
sidered including a randomly selected repeat sample (ivese
targets that were chosen for reobservation regardlesseof dk-
signed redshift quality), and subsamples where one of tee-sp
tra had a particular best-match template. The calibrat@ntg for

with the higher FOM value. The second sample uses the matchedthe subsamples, at which the redshift confidence was 0.&dvar
spectra where the FOM values are within 0.5 of each other, and ffom cctom =~ 4.2 to 4.6. The notable exception was where one

the sample is binned by the mean value. In each bin the estimat
of p(cciom) IS then/ Nagree /N, Which assumeg(ccsom) is the
same for both spectra in a matched pair. Fig. 7 shows thesedbin
estimates for the function.

The data were also fitted using a tanh function

6 Aftile refers to the set of spectra from a single AAOmega caméition.

7 Observations of the same target taken with different 2dFigorations
are of the same position on the sky within the accuracy of thre folace-
ment, which i90.3”. This is significantly less than the fibre diameter, which
subtend2’” on the sky.
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of the matched spectra had a stellar template match. Here the
were a higher fraction of disagreementeat,,, > 5 than in other
subsamples (0.9 confidence at 5.2). This is a result of stiaxg
blends and is not of concern for ta@Toz method. The GAMA
target selection is for extended sources, and thus it isurptising
that a higher fraction of targets with stellar redshifts pagt of a
star-galaxy blend compared to random selection; in addgmec-
tra of star-galaxy blends are more likely to have been ragbde
given the increased difficulty of assigning redshifts usfgnz.
Overall, we usehp = 3.7 andb; = 0.7 to assign redshift confi-
dence, which is slightly more conservative than the besofilt
the matched spectra (Fig. 7).
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Figure 8. Example diagnostic plot ofcy,,, versus redshift. The dashed
line shows the standard cut to select sufficient quality hifds

After the redshift confidence calibration, 248 145 spectaew
assigned a probabilitp(ccrom) > 0.9 (AATSpecAutozAllv22,
which uses the galaxy templates 40-47). The mean calibcated
fidence using this quality selection is 0.996 implying tleetd than
1% would be assigned an incorrect redshift. For this andezarl
versions, additional diagnostics were run to check for aalms
including: checks for solar-system contamination (désttiear-
lier), plots of specz versus photas for every tile, plots of matched
spectra where there was redshift disagreement aeith, > 5 for
both, and plots ofcm Versusz for each template. An example of
the latter is shown in Fig. 8. The cut éts,, = 4.5 corresponds
approximately to our standard quality cgt & 0.9). One can see
the redshift spikes corresponding to large-scale stracbove the
line, with more scatter below the line. There is a narrowfade
below the line at ~ 0.0715. In previous iterations of theuTtoz
code, poor sky subtraction, for example, was evident widimasi
tures of serious artefacts extending from below to abovetiadity
cut. These artefacts were eliminated by changes to the eoge (
broadening of the error spectrum), and by improved rednadio
several tiles.

4.1 Redshift completeness of the GAMA equatorial fields

The large number of targets with two or more spectra takerahas

istogram)

leteness (u{)per lines)
h

Relatlrzre number

Com

r—band fibre magnitude (3//)

Figure 9. Redshift completeness as a function of fibre magnitude fon ma
survey targets (top three lines) using: the first obsemaifany target (dot-
ted line), the best observation (dashed line), and incatpay coadded ob-
servations (solid line). The histogram of fibre magnitudeslso shown
(lower solid line).

(p > 0.9) if only the first observation is used for each target (or a
pre-existing good redshift), while the dashed line shovesabm-
pleteness using the best observation. Note the signifiogrove-
ment when poor quality observations are replaced.

For some targets that are intrinsically faint, a furtheriove-
ment can be made by coadding any repeated observationfdi pr
ple, spectra should be coadded in proportion to their sigrnaled
by their noise squared. In reality, it is hard to estimatedigmal
because of the faintness and sometimes poor sky subtraBiiore
we will only obtain a significant improvement in the FOM if the
signal-to-noise ratio is similar for two spectra that armmed to-
gether, we assume that this is the case. The spectra to beeslimm
were high-pass filtered and normalised, as per Fig. 4 @8,
separately. The HPF spectra were then rebinned onto a éetioc
tric vacuum wavelength scale before summing. Rb&oz cross-
correlation and redshift confidence estimation was theroruthe
summed HPF spectra. The solid line in Fig. 9 shows the result-
ing increase in completeness when low confidence singletrspe
redshifts are replaced by coadded-spectrum redshiftsenthere
is an improvement in the FOM. Overall, the fraction of the GAM
main sample witlp > 0.9 AUTOZ redshifts is 98.3%. The mean

lowed theAauToz code to be accurately calibrated. However, the p-value after selecting on this redshift quality cut is 0.992

main aim of the repeated observations was simply to obtajh hi

redshift completeness. If a target was first observed in poor
ditions or using a fibre with lower than average transmissifin
ciency, then the second observation was often successfbtamn-
ing a redshift.

5 REDSHIFT UNCERTAINTIES

In this section, we discuss the measurement uncertaintyrasg

To demonstrate the effect of the strategy on the redshiftcom inat the correct redshift peak has been assigned. This tairdgr
pleteness, we select the sample of main sample targets ®d8e  ;omes from errors in wavelength calibration, noise affegctihe
G12 and G15 that have been observed at least once with AAOmegasaniroid of the peak and mismatch between the template and ob
(as per Fig. 1J. Fig. 9 shows the redshift completeness as a func- geneq spectra. To test this we take the sample of matchetfape
tion of fibre magnitude. The dotted line shows the completene | hare the redshifts are in agreement (within 450 km/s) artti bo

8 The main sample targets are predominamlytro < 19.8 with good

visual classification. The sample has been cleaned of SDi&Bad® objects
where the photometry looks to be significantly in error. Thber of main

sample targets is 191051 in the equatorial fields, of whi@3 164 have
AAOmega observations (TilingCatv42).
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haveccsom > 3.5 but with the redshift peaks coming frodifferent

galaxy templates. This gives a sample of 12 323 matchedrspect
Following Tonry & Davis (1979) and from trial and error, a

reasonable predictor of the ability to centroid is given by

_ VUfwhm
147,

where vewnm IS the velocity full-width half maximum of the
peak. The latter is determined from the number of rebinngdlpi
(13.8 km/s) within 600 km/s of the peak above the half maximum
of the cross-correlation function. This is more robust assltime
consuming than fitting a Gaussian or other function to the&kpea
Overall, we model the variance in the velocity (redshiftyertainty
as:

UZ

0'2 = (C

v 142
Thus the expected mean square of the velocity differencedsst
matched spectraandj is given by

(Av;) = 2c +cf (Vi +V7) (12)

Fig. 10 shows the velocity differencXv; ;|) versus the pre-
dictor value,/V} + V7. This shows that the mean velocity differ-
ence increases with averagexs expected. The mean square values
of the velocity differences were determined in bins of thedgetor
value. These binned values are shown in the figure (plotttutes
times the RMS value) and were used to deternainandc; using
a fit between 45 and 260. Over this range, the fit is good and thus
is expected to give a reasonable estimate,ofThe fit overpredicts
the velocity difference at predictor values less than 4®sghcor-
respond to spectra with strong emission lines. For the @epof
group dynamical measurements, it is more important to haaea
curate measure of the velocity uncertainty when this uagdst is
larger and thus we apply the fit to all the GAMA-AAOmega spec-
tra. For the high quality redshift sample & 0.9), the mediarv,
is 33 km/s, with 85 per cent of redshifts having an uncenydiess
than 50 km/s using this calibration. Fig. 11 shows the digtion
of velocity uncertainty as a function of the fibre magnitude.

(10)

2
) — 2+ V2 (11)

5.1 Comparison with SDSS DR10

At the start of the GAMA spectroscopic campaign, SDSS DR7 and
other pre-existing redshifts were matched to the inputlogte

(Baldry et al. 2010). Since then SDSS has had three more data

releases, including spectra from the BOSS survey (Dawsah et
2013). In addition, the primary method of determining refish
was updated to? fitting using eigenspectra (Bolton et al. 2012).
This was applied retrospectively to all plates observethfeISDSS
surveys.

In order to compare GAMAAUTOZ redshifts with SDSS,
we selected all SDSS DR10 redshifts in the GAMA fields with
ZWARNING=0 (primarily a reducedy? difference of more than
0.010 between the 1st and 2nd redshift peaks). This comespo
approximately tg > 0.9 from our tests, and as implied by Bolton
et al. (2012)’s test, which showed that as fffedifference thresh-
old was lowered to 0.008, 8% of the additional redshifts wesse
timated to be incorrect. Matching the SD2®ARNING=0 spectra
from DR10 to the GAMA AAOmega spectra (> 0.9, exclud-
ing spectroscopic standards) within 1 arcsec results i @48ss
matches. From these, 99.1% have redshifts in agreemenedetw
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Figure 10. Velocity difference versu%/vi2 + VJZ. The points represent the
|Awv;, ;| values for the matched spectra. The squares, with erroy Slaos/
three timesthe RMS velocity differences in bins. The dashed lines show
one, two and three times the RMS values using a fitfoandc; (Eq. 12)
between 45 and 260.
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Figure 11. Calibrated velocity uncertainty as a function of the fibregma
nitude. The GAMA-AAOmega sample distribution is shown bg fhoints
and solid-line contours, for the equatorial fields, while tt6th and 84th
percentiles in bins of the fibre magnitude are shown by théethéines.
The lower ridge corresponds primarily to spectra matchedrtplates with
strong emission lines, while the ridge at about 40 km/s epoads to spec-
tra matched to templates with weak or no emission lines.

There are 1748 matches to spectra from the original SDSS

spectrographs that were part of the legacy survey (maixgakm-

ple and luminous red galaxies). These matches were obté&ined
quality control purposes or because SDSS had reported aelbw r
shift confidence in DR7. There are 7674 matches to spectm fro
the BOSS spectrographs and survey. The large number of esatch
is a result of GAMA and BOSS independently choosing these tar
gets. Fig. 12 shows the velocity difference histogram fer tilio

GAMA and SDSS, which is as expected for a mean confidence of samples pv;; = cln(l 4+ zgama) — cln(1 + zspss)]. For
99.5% for the GAMA sample and a similar value for the SDSS the legacy sample, the mean and standard deviation weredl2 an
sample. 38 km/s, and for the BOSS sample, they were 5 and 53 km/s. The

© 2014 RAS, MNRASDOQ, 1-13
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Figure 12. Velocity difference between GAMA and SDSS redshift mea-
surements. The solid line shows the histogram for the SDES®sample
of galaxies, while the dotted line shows the histogram fer$DSS-legacy
sample (histogram values scaled up by a factor of two).

standard deviations are as predicted from the velocityre®sti-
mated above for GAMA, with a smaller contribution from SDSS
as estimated by Bolton et al. (2012). The larger mean offsgt w
respect to the legacy sample may be because of the diffagamt-e
spectra used: spEigenGal-53724.fits as opposed to spEalenG
55740.fits used by BOSS and GAMAJTOZ. Other than this small
anomaly, the comparison with SDSS supports the GAMA esémat
of redshift confidence and velocity uncertainty descrilveithis pa-
per.

6 SUMMARY

We have developed a redshift measurement code callathz
for use on the GAMA AAOmega spectra. The method uses the
cross-correlation technique with robust high-pass filgersuit-
able for galaxy and stellar types applied to the templatés @
and observed spectra (Fig. 4). The observed HPF spectra-are i
versely weighted by the variance estimated at each pixehdr
ened slightly by a maximum kernel filter. To avoid giving toach
weight to emission line matches, large deviations in the Bjde-
tra are partially clipped for both the observed spectra antptates
(Fig. 3). Lowering the weight of large deviations reduces itin-
pact of spurious peaks caused by uncorrected artefactscf®ea-
correlation peaks are rarely adversely affected by thiatmethere
is additional signal at the correct redshift peaks from offzets of
the spectra.

For each observed spectrum, the cross-correlation fursctio
are determined for every chosen template. Each functioorinal-
ized by dividing by the RMS of the turning points over a spedifi
noise-estimate range (Table 1). These ranges were chogéatso
the value of a peak represents a similar confidence levetaaib
the templates. The best four redshift estimates are olotdioen
the cross-correlation function peaks (Fig. 5), not inahgdpeaks
within 600 km/s of a better redshift estimate. A FOM for thd-re
shift confidence is determined using the value of the higheak
(rz), and the ratio of-,, to the RMS of the 2nd, 3rd and 4th peaks

(Egs. 2-3, Fig. 6). Overall, the procedure can be adjustddtzn
FOM calibrated using repeat observations within a survey.

The GAMA AAOmega redshift survey has taken spectra of
over 230 000 unique targets. As part of a strategy of obtgihigh
completeness and for quality control, about 40 000 targets had
two or more spectra taken. These repeats were used to ¢alibea
confidence level as a function of the FOM using a maximumilikel
hood method (Egs. 8-9, Fig. 7). Overall, thetoz code has sig-
nificantly improved the redshift reliability within the GAMmain
sample, with a high completeness for targets withaperturer-
band magnitudes as faint as 21 mag (Fig. 9). The redshiftrunce
tainties have also been calibrated using the repeat oligsTsa
with most having redshift errors less than 50 km/s (Fig. AL):
TOZ measurements will be included in public data releases from
GAMA DR3 onwards.

With some consideration to making adjustments — templates,
high-pass filtering scale, clipping limits, noise-estimaanges,
FOM calculation and calibration — the fully automatic medfout-
lined here could be used for other large galaxy redshiftegtgvA
key factor is using a sufficient number of repeats, both remdod
at the fainter end of the sample, to allow for an accurate goabi
confidence calibration.
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